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Abstract

We provide a tableau of 189 entries and some annotations presenting the computational complexity of integer multiflow feasibility problems; 25 entries remain open. The tableau is followed by an introduction to the field, providing more problems and reproving some results with new insights, simple proofs, or slight sharpenings motivated by the tableau, paying particular attention to planar digraphs with terminals on the boundary. Last, the theorems that played a key-role in establishing the tableau are listed.
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<table>
<thead>
<tr>
<th>G</th>
<th>[F(H)]</th>
<th>r</th>
<th>gen</th>
<th>Eulerian</th>
<th>directed arc-disjoint</th>
<th>directed vertex-disjoint</th>
<th>directed acyclic arc-disjoint</th>
<th>directed acyclic vertex-disjoint</th>
<th>directed edge-disjoint</th>
<th>undirected vertex-disjoint</th>
</tr>
</thead>
<tbody>
<tr>
<td>arb</td>
<td>bin</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
</tr>
<tr>
<td></td>
<td>un</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
</tr>
<tr>
<td>fix</td>
<td>bin</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
</tr>
<tr>
<td></td>
<td>un</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
</tr>
<tr>
<td></td>
<td>fix</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
</tr>
<tr>
<td>arb</td>
<td>bin</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
</tr>
<tr>
<td></td>
<td>un</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
</tr>
<tr>
<td>fix</td>
<td>bin</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
</tr>
<tr>
<td></td>
<td>un</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
</tr>
<tr>
<td></td>
<td>fix</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
<td>NPC</td>
</tr>
</tbody>
</table>
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1 Introduction

Finding a set of (vertex- or edge-) disjoint paths in (directed or undirected) graphs between given pairs of terminals is one of the most ancestral and most studied themes of graph theory, with important applications such as routing problems of VLSI design [10]. The scope of the methods and objectives is large and spread in time: Menger's theorems or more generally network flows are among the first consistent results of combinatorial optimization [30], whereas finding edge- or vertex-disjoint paths between a given (fixed) number of terminal pairs in polynomial time is a deep pure graph theory result [24]. A multifold is the packing of one of the simplest objects in graphs: paths. At the same time it is an integer point in a naturally defined polyhedral cone. The field has been developed in parallel with the tools of optimization, polyhedral combinatorics and graph theory. Some branches were and are still the subject of extensive studies both by the inner stimulus of the theory and the request of the applications.

Nevertheless, while the variety of the possibilities is endless, some interesting questions may not even have been realized. It is even more frustrating that at the borderlines of existing theories there are forgotten problems that have no reason to be missing. The idea of making this table arose when the authors got confused in varying the defining parameters of problems: which are the combinations of the parameters that lead to polynomial solvable, NP-hard or unsolved problems. A careful focus on these showed that some of the interesting combinations have not yet been studied at all.

For some kind of disjoint paths problems there exist classifications, for instance in Schrijver’s book [30] or that of Korte and Vygen [11], or in survey papers of the collection [10], like [7].

A (integer) multifold – first informally - is just a multiset of paths satisfying request and capacity constraints. The difference is not essential comparing to disjoint paths problems as far as assertions about them are concerned, however, there may be a difference in the algorithmic point of view: in multifold problems there are numbers associated to edges or vertices, and in a solution – called a multifold – a multiplicity is given with every path, and we want the algorithms deal with the multiplicities in a clever way. From this viewpoint multifolds are points of a cone.

In this note we wish to focus merely on the existence of multifolds with particular attention to different natural special cases involving planarity, the number of demands, the way the capacities are given, and Eulericity. We restrict ourselves to feasibility, that is the existence of disjoint paths between all pairs of given terminal pairs. Another important direction is multifold maximization (or maximum number of disjoint paths) that we do not treat here, since we would then have to cover yet other vast theories handled by quite different methods, and where approximation algorithms and APX-completeness should also be accounted. Exact methods concerning this subject, such as Mader’s theorem are treated in the above mentioned books, and some other aspects like approximability are surveyed in the work of C. Bentz, M.-C. Costa, L. Léocart and F. Roupin [2] and in the thesis work of C. Bentz [1].

1 Even, Itai and Shamir [3], 1976
2 Fortune, Hopcroft et Wyllie, [4], 1980. Moreover G acyclic and |E(H)| fixed implies polynomiality
3 Polynomial for 3 demand edges (Ibaraki, Poljak [8], 1991)
4 Karp [9], 1975
5 Krone and van Leeuwen, [12], 1984
6 Lueches-Younger, [13], 1978
7 Lynch[14], 1975
8 Middendorf and Pfeifer[18], 1993, even if maximum degree is 3
9 Müller [19], 2005
10 Frank [5], 1989, see also Nash-Williams’ proof of Hal’s theorem [20], 1969
11 Naves, [21], 2008
12 Robertson, Seymour, [24], 1990
13 Robertson, Seymour, [24], 1990
14 Robertson, Seymour, [24], 1990
15 Robertson, Seymour, [24], 1990
16 Robertson, Seymour, [24], 1990
17 Robertson, Seymour, [24], 1990
18 Robertson, Seymour, [24], 1990
19 Vygen [33], 1995
20 See Theorem 9 in Subsection 4.2 below
There are also many derivates of the problem. We had to be selective for keeping enough attention for the problems that occur in the most basic circle in the focus of our magnifying lens.

The main "product" of our work is the tableau on the first page. In the tableau we tried to concentrate on a small number of natural row (column) heads that can be nontrivially matched by most columns (rows) so as to cover most of the relevant problems. More problems (like the Okamur-Seymour circle of questions) will be discussed in the text without charging the tableau.

In Section 2, we provide the first explanations concerning the tableau, and the most important notations. Section 3 is a short introduction to the basic methods concerning multflows.

The traces of the unsolved problems of the tableau lead to the particular graphs treated in details in Section 4: planar (di)graphs. The undirected planar case (Subsection 4.1) seems to be almost the same as the acyclic planar case (Subsection 4.2), the arguments for one can be repeated for the other, but we do not see any formal reduction between the two sets of instances.

When we started our work, more than one third of these problems were open. While we were working, two fundamental problems have been solved, one of them stimulated by this tableau. Schwärzler's result [32] started the row, solving Problem 56 in [30]: disjoint paths in planar graphs when all terminal pairs are on the boundary of the infinite face. This proof opened new hopes of reaching longstanding open problems and simplifying complicated proofs:

In Schwärzler's proof there are three natural classes of pairs of terminals, so it is not difficult to prove NP-hardness if the number of terminals is restricted to 3, and we will show the reduction below. With essential new ideas the first author has then shown [21] that that 3 can be decreased to 2, thus filling in new squares of the tableau, and solving a problem of Müller [19] about planar graphs in general, and replacing Müller's quite involved proof for the directed version. We hope the tableau will provide similar stimulation for the 25 still unfilled squares.

To make this guided tour more pleasant, we occasionally provide some new viewpoints or variants of results, simple proofs or remarks on the way.

2 Basic Notation and Annotation

We hope the tableau is making clear the limits of different complexity behaviors (polynomiality and NP-completeness) and of the open cases. This also requires the realization of some connections. We introduce now the most important definitions, notations and conventions for a correct interpretation of the tableau.

Let $G = (V, E)$ be a graph, for the moment we allow $G$ to be undirected or directed, and $n := |V|$. Let us call a function $c : E \rightarrow \mathbb{N}$ be a capacity function, and $H = (T, D), T \in V$ a demand graph with a request function $r : D \rightarrow \mathbb{N}$. Then the multflow problem is to find a multiset $\mathcal{C}$ of cycles in $G + H$ verifying the following condition:

- for each cycle $C \in \mathcal{C}$, $|C \cap D| = 1$,
- for each $d \in D$, there are exactly $r(d)$ cycles in $\mathcal{C}$ that contain $d$,
- for each $e \in E$, there are at most $c(d)$ cycles in $\mathcal{C}$ that contain $e$.

The integrality of the multiplicities of cycles is supposed. In the rare cases when it is not, we will speak about fractional multflows.

If $r$ and $c$ are both 1 everywhere we speak about edge-disjoint (or in digraphs arc-disjoint) paths problems.

By analogy, we could define, both in directed and undirected graphs, vertex-capacitated multflow problems, vertex-disjoint paths problems by putting capacities and demands on vertices, and by repeating the three conditions above by replacing circuits $C$ by their vertices, $H$ simply by a vertex-set $D \subseteq V$, and $E$ by $V \setminus D$.

If we still want to keep a demand graph $H$, we can, by putting a new vertex $d_e$ in the middle of each edge (arc) $e = tu$ of $H$, and letting $r(d_e) := c(t) = c(u)$.

The choices for the rows and columns of the tableau are of course partly a matter of taste. However, we tried to distinguish the different problems along some basic parameters that the community cares about:
The first three columns of the tableau concern

- restrictions of $G$ and $H$: general, $G$ planar or $G + H$ planar
- restrictions on the cardinality of $E(H)$: arbitrary, fix or 2
- restrictions on the size of $r$ and the way it is given: “bin” means binary encoding, “un” unary encoding, that is, the size of the input is measured by the sum of the given numbers instead of the sum of their logarithms
  
  “fix” means that $\sum_{e \in E(H)} r(e)$ is bounded.

Even though the restrictions never concern $c$ directly, it is naturally affected: if $r$ is unary, we can suppose without loss of generality that $c$ is also. (The sum of $c$ on all edges can be supposed to be at most $n$ times the sum of $r$.)

The distinction between “bin” and “un” is the same as the usual distinction between pseudopolynomiality and strong NP-completeness: for instance when $H$ has two edges, unary encoding is equivalent to putting as many parallel copies of the edges in $H$ as the demand, and similarly for the capacities; so the unary problem with $|E(H)| = 2$ is the same as the edge-disjoint paths problem with two parallel classes of demand edges, and is NP-complete. However, the “fix” version is polynomially solvable by Robertson and Seymour [24].

The same holds for all edge-disjoint paths problems: multiflows with “unary” encoding are nothing more than edge-disjoint paths problems with maybe restricted $H$ (like in the example) and several parallel demand edges.

The “bin” case could be essentially more difficult than the unary. Indeed, in a binary encoding we are not allowed to replace the capacities by parallel edges, since a polynomial algorithm must then work in time which is polynomial in the input size. In this case the input size is the sum of the logarithms of the capacities. Surprisingly, this does not drastically change the complexity of the problems: in our tableau the “bin” cases have exactly the same complexity as the “un” ones. An explanation of this lies probably in the classical Ford Fulkerson theory of network flows: the paths through each demand edge obey the same rules as ordinary network flows, the difficult problem is to split the problem between the different terminal pairs.

Another kind of relation occurs between “fix” and “un” or “bin” if $G + H$ is planar and $H$ has a bounded number of edges, that is, $|E(H)|$ is “fix”: then $r$ “fix” may again be settled by [24], but this does not solve the “un” or “bin” case, and turns out not to be the best solution for “fix” either. Indeed, “bin” can also be solved in polynomial time, by applying Lenstra’s “cheaper” integer programming algorithm [33].

Thus in the edge-disjoint case “bin” and “un” can be thought of as being the same, and allowing an arbitrary number of parallel classes of demand edges; “fix” $|E(H)|$ restricts the number of parallel classes of demand edges, and “fix” in the $r$ column the total number of demand edges. The latter of course implies the former.

The situation is somewhat more complicated in the vertex-disjoint case. For vertex-capacitated multiflows the unary case has to be distinguished from vertex-disjoint paths if $G$ is restricted for instance to planar graphs. The replication of vertices (replacing the parallel edges of the reduction of multiflows to edge-disjoint paths), does not keep for instance the planarity of $G$.

Besides edge- or arc- and vertex-disjoint paths problems we also distinguish the same problems under the Eulerian condition.

We distinguish between $G + H$ (r + c) Eulerian or not (gen): if $G, H$ are undirected, $(G, H, r, c)$ is called Eulerian if for each $v \in V$,

$$\sum_{e \in \delta_+(v)} c(e) + \sum_{d \in \delta_+(v)} r(d) \text{ is even}$$

and if $G, H$ are digraphs, then the Eulerian property means for each $v \in V$,

$$\sum_{e \in \delta_+(v)} c(e) + \sum_{d \in \delta_+(v)} r(d) = \sum_{e \in \delta_-(v)} c(e) + \sum_{d \in \delta_-(v)} r(d).$$

4
The four-tuple \((G, H, r, c)\) will not necessarily be always explicitly mentioned – most of these parameters are fixed by the context.

In this paper the main focus is the edge-disjoint paths problem and multiflows. The columns concerning vertex-disjoint paths are present for comparison and all suppose that the request and capacity functions are both 1 everywhere, that is, we are looking only at vertex-disjoint paths problems, and none of the new problems that are raised:

**Problem 1** Fill in additional columns of the tableau for vertex-capacitated problems, where the vertex requests and capacities are not supposed to be 1, but are encoded with a unary or binary encoding.

Note that the unary case cannot always be reduced to the vertex-disjoint paths problem in the same class of graphs.

Paths and cycles will always be simple, and the terms are used both in directed and undirected graphs. Our notations will be usual: \(\delta(X) (X \subseteq V)\) denotes the set of edges with exactly one endpoint if \(X\), and \(X, V \setminus X\) are the shores of this cut.

In several cases we will also have particular notes for the case when \(H\) has three edges. Another particular case of \(H\) is when it is a star: then the problem can be reduced to a flow problem, and thus the problems are polynomially solvable for any \(G\).

### 3 Basic facts

#### 3.1 Well-known reductions

We recall some well-known reductions between the different cases that are fully exploited in the tableau.

![Diagram](image)

*Figure 1: The undirected case is reducible to the directed case, using this gadget. Only one path can use these five arcs, either from left to right or from right to left.*

The undirected case can be reduced to the directed one by replacing each edge by the gadget depicted in figure 1. Note that this reduction preserves the planarity of \(G\) and \(G + H\), but does not preserve the Euler property, and the resulting graph is not acyclic.

The edge-disjoint case is reducible to the vertex-disjoint one by taking the line-graph. This operation does not keep the planarity of \(G\). It works in the directed case as well with the appropriate definition of the line graph (stars of vertices become complete bipartite graphs by joining all the vertices corresponding to incoming edges to all those corresponding to outgoing edges).

In the edge-disjoint case, it is possible to reduce every graph with max-degree greater than 4 to a graph with degrees at most 4, by using the gadget of picture 2, which also keeps planarity. (The capacities must be 1.) In the particular case when \(G + H\) is planar, it was remarked in [18] that in the uncapacitated case the maximum degree can be restricted to 3, thus the edge-disjoint paths problem is reducible to the vertex-disjoint paths problem. This allows to confirm the negative complexity of some vertex-disjoint paths problems but one has to proceed carefully, since \(|E(H)|\) increases.
The following lemma was proposed by Vygen [33]. It proves the equivalence between the acyclic arc-disjoint paths problem in Eulerian digraphs and the edge-disjoint paths problem (in Eulerian graphs).

**Vygen's lemma:** Let \((G, H)\) be an instance of the arc-disjoint paths problem, assume \(G + H\) is Eulerian and that \(G\) is acyclic. Let \((G', H')\) be the instance of the edge-disjoint paths problem obtained by neglecting the orientation of \(G\) and \(H\). Then there exists a solution for the arc-disjoint paths problem in \((G, H)\) if and only if there exists a solution for the edge-disjoint paths problem \((G', H')\)

More exactly, it is proved that the solutions of these two problems can be transformed to one another by neglecting the orientation or conversely by orienting the edges depending on the orientation of \(G\).

### 3.2 Conditions

A solution of the (fractional or integer) multflow problem can be seen as the problem of deciding the existence of an (integer) point in a given particular polytope. Using an idea of Lomonosov [13] we provide a compact formulation of a ‘lifting’ of this polytope, that is, we provide a polytope with a polynomial number of constraints in the input size whose projection is the multflow polytope. The conditions for multflow feasibility can be seen as valid inequalities for this polytope.

Let \(G = (V, E), c, H = (T, D), r\) be an instance of the multflow problem. Paths and cycles, directed or undirected will always supposed to be simple, that is, contain each edge at most once. Let \(\mathcal{C}\) be the set of the cycles of \(G + H\) that contain exactly one edge from \(H\). Then the solutions of the disjoint paths problem are in bijection with the integer solutions of the following linear program:

\[
\sum_{d \in \mathcal{C}, C \in \mathcal{C}} x_C = r(d) \quad (d \in D) \tag{3}
\]

\[
\sum_{e \in \mathcal{G}, C \in \mathcal{C}} x_C \leq c(e) \quad (e \in E) \tag{4}
\]

\[
x_C \geq 0 \quad (C \in \mathcal{C}) \tag{5}
\]

Equations 3 and 4 define the (fractional) multflow polytope. A multflow is an integer point of this polytope. The nonemptiness of this polytope can be characterized by Farkas’s lemma:

**Theorem 1 (Japanese theorem) [23], [80]** The existence of a multflow is equivalent to the distance criterion

\[
\text{For all } w : E \rightarrow \mathbb{R}_+, \sum_{(u,v) \in D} r(u,v) \times d_{G,w}(u,v) \leq \sum_{e \in E} w(e) \tag{6}
\]

We can obtain an easy consequence by taking, for each cut \(C\), the weight function \(w : E \rightarrow \{0, 1\}\) defined by \(w(c) = 1\) iff \(e \in \delta_H(c)\). This gives the following condition called the cut condition:

\[
\text{for all } C \subset V, |\delta_G(C)| \geq |\delta_H(C)| \tag{7}
\]
A cut is called tight if the equality holds in (7) for this cut. Another interesting necessary condition for the existence of integer multflows when $G + H$ is not eulerian is that the union of any number of tight cuts (as edge-sets) must not contain an odd cut. (The reason is that each edge of such an odd cut is used by a multflow, that is, the disjoint circuits of a multflow partition the cut. However, each class of this partition is even. Intersecting the shore of (any number of) cuts, if $X$ is the intersection, $\delta(X)$ will be contained in the union of the cuts.)

Therefore if the intersected shores define all tight cuts, the intersection must define an even cut (if an integer multflow exists). We don’t know many papers where this is exploited; the nicest example is probably Frank [6], which uses this condition for two tight cuts.

We show now that the condition 7 of the Japanese theorem can be handled as a linear program of polynomial size, and at the same time we show the polarity between metrics and multflows.

A function $\mu : V \times V \to \mathbb{Z}_+$ is called a metric on $V$, if it satisfies the triangle inequality

$$\mu(x, y) + \mu(y, z) - \mu(x, z) \geq 0, \text{ for all } x, y, z \in V.$$ 

The integrality requirement is superfluous, we only suppose it for comfort. Let us denote $t(x, y, z) \in \{0, 1, -1\}^{V \times V}$ which takes the value 1 on $(x, y)$ and $(y, z)$, -1 on $(x, z)$, and 0 on all the other ordered pairs. Denote $T$ the matrix whose columns are the vectors of the form $t(x, y, z)$ for all ordered triples $(x, y, z), (x, y, z) \in V$. The metrics are then the solutions of the systems of inequalities $yT \geq 0$. The following nice observation is due to Lomonosov [13]:

Let $P := (v_1, \ldots, v_k)$ be a path, and $v_P \in \{0, 1, -1\}^{V \times V}$, $v_P(x, y) = 1$ if $x = v_i, y = v_{i+1}$ for all $i = 1, \ldots, k - 1$, and $v_P(v_k v_1) = -1$. Then

$$v_P = \sum_{i=2}^{k-1} t(v_1, v_i, v_{i+1}),$$

and therefore for $c \in R^{V \times V}$, the solutions of the system of linear inequalities $Tx \leq c, x \geq 0$ are in one-to-one correspondence with the (fractional) multflows in the graph $G = (V, e \in V \times V : c(e) > 0)$, with capacity $c$, and demand graph $H$, $uv \in E(H)$ if and only if $c(uv) < 0$, and then $r(uv) := -c(uv)$. (For undirected multflow problems we use only one of $uv$ and $vu$). Integer solutions of this system correspond to (integer) multflows. Note that $T$ has a polynomial number of entries, immediately implying polynomial solvability of fractional multflow problems, and the interested reader may find it useful to rewrite the Farkas’ Lemma for this somewhat different system of inequalities.

4 Planar graphs

In this section we state and sometimes improve or reprove results about the complexity of multflows in planar graphs. The results concerning undirected graphs can often be translated to acyclic digraphs.

4.1 Undirected Graphs

In this section we give some results that do not fit in the tableau, related to the case when $G$ is planar and the demands lie on one or two faces of the embedding of $G$.

**Theorem 2 (Okamura, Seymour [22])** Let $G = (V, E)$ be a planar graph and $H = (T, D), T \subseteq V$ where the vertices of $T$ are on the outer boundary of the embedding of $G$. Let $r : D \to \mathbb{N}$ and $c : E \to \mathbb{N}$ be weight functions, and suppose that $r + c$ is Eulerian. Then the cut condition is sufficient for the existence of a multflow for $(G, H)$.

We first reformulate this theorem as a statement on distance packings, and provide a proof combining a technique of Schrijver for proving distance packing theorems [30] with ideas in [14] for decomposing distance functions, and new ideas capturing the essence of Lins’ theorem: in a critical situation saturated by a technique of [30], guided by the role of the “oppositeness relation” in [14]—but without using the related polyhedral statements—we decompose our graph into cuts. Schrijver applies the dual of this oppositessen...
and our present proof is self-contained and fully combinatorial, and hopefully generalizable. Since it seems to provide some insight, we want to communicate it for possible future use.

The theorem is equivalent to a theorem on metric packings, see Corollary 74.2a in [30], proved there using the Okamura-Seymour theorem. Here we will prove this form directly. The advantage of this method may be to provide some insight of how the metrics guide the direction the (dual) paths take.

Let us call a circuit $C \subseteq E(G)$ rigid, if for any two, $a$ and $b$ of its vertices, one of the $(a, b)$-paths on the circuit is a geodesic in $G$. (The facial structure of the cone of metrics implies that the only way to write the distance function of a graph as the sum of metrics is using cuts intersecting rigid cycles with 0 or two opposite edges [14]. This statement did guide our proof without using it.)

We prove the following reformulation of the Okamura-Seymour theorem:

**Theorem 3** Let $G = (V, E)$ be a planar graph with only rigid faces, with all faces being 4-cycles except the infinite face, and where in addition any set of two successive edges of a face are together contained in a geodesic with both endpoints in $C$. Then the graph $(E, \Omega)$ on the edges of $G$, where \( \Omega := \{ e, f : e, f \in E, e \text{ is opposite to } f \text{ on some face} \} \) is a graph that has $|C|/2$ components, where each component is a path joining two opposite edges of $C$.

The conditions imply, of course, that $G$ is bipartite. Before the proof let us sketch the reduction of the Okamura-Seymour theorem (Theorem 2) to this, which consists of simple and standard steps.

1. Reduce the Okamura-Seymour theorem to the case when the terminal pairs $D := \{ s_1 t_1, \ldots, s_k t_k \}$ follow one another in the order $s_1, \ldots, s_k, t_1, \ldots, t_k$ on $C$, see Figure 3. Reduce then to the 2-vertex-connected case without changing the order of the terminals.

2. Add a new vertex $x_0$, place it to the infinite face and join it with all the terminal vertices. Delete each vertex of degree 2, by merging its two edges.

3. Take the planar dual of the obtained graph.

4. Add the gadget of Figure 4 to all faces that are not 4-cycles, until all faces are 4-cycles.

5. Identify the opposite vertices of 4 cycles if they are not contained on a geodesic with both endpoints in $C$.

It is easy to see that the cut condition implies that after applying these procedures the conditions of Theorem 3 are satisfied. The theorem then implies by dualization a set of edge-disjoint paths for the original problem.

If $P$ is a path and $x, y$ are two of its vertices, $P(x, y)$ denotes the subpath of $P$ between $x$ and $y$. 
Figure 4: Reducing the boundaries of faces to 4, without changing the distances.

Figure 5: Depending of the position of q, on the same (a, b)-path than p or not, we apply induction hypothesis on D₁, p, q and D₂, a, b on the two left-most cases (case 1), or D₁, p, b and D₂, a, q on the right (case 2). This is because the distance condition is respected.

Proof.

Claim 1: The graph (E, Ω) is the disjoint union of cycles and of |C|/2 paths with both endpoints on C.

Indeed, in the graph (E, Ω) every edge of C is of degree 1, and any other e ∈ E has degree 2.

Claim 2: For any cycle D ⊆ E in G and a, b ∈ V(D) such that both paths A and B between a and b on D are shortest paths in G, each component of (E, Ω) is a path that has one end in A, and another in B.

Indeed, if every edge of D incident to a is followed by a boundary edge of D, then D is a face of G, and the statement is evident. Otherwise there exist two edges e, f (Figure 5) such that

(i) e and f are incident edges of a face –let their common point be p.

(ii) e is incident to a.

(iii) The interior of f is contained inside D, that is, in the open disk bounded by D.

By the condition there exists a geodesic path S containing e and f and with extremities on C. Then starting on S from a on e and then f and continuing, let q be the next vertex of D (by (iii) and Jordan’s theorem q exists) on S. The subpath S(p, q) divides D into two cycles D₁ and D₂ that intersect in S(p, q) (see the Figure). Since the subpath of a geodesic is also a geodesic, both S(a, q) and S(p, q) are a geodesics.

Denote H, H₁, H₂ the subgraph of (E, Ω) induced by D, D₁, D₂ and the edges inside. Informally, these are the subgraphs describing oppositeness within D, D₁ or D₂. (In H the edges of S(p, q) form a vertex-cut-set which, together with the two components of H − S(p, q) induces the subgraphs H₁ and H₂.) Clearly, like in Claim 1, the components of H, H₁ and H₂ are paths, and there are respectively |D|/2, |D₁|/2, |D₂|/2 such paths.

Case 1: One of the two (a, b)-paths of D is disjoint from S(p, q).

Then applying the induction hypothesis to D₁ and D₂ (see left drawings of Figure 5) and merging the components of H₁ and H₂, we get the statement for D. (Each edge of S(p, q) is the
endpoint of a component in both of the graphs $H_1$ and $H_2$, and these pairs of components can be merged.)

**Case 2:** Both $(a, b)$-paths of $D$ meet $S(p, q)$.

Then $ap$ is the first edge of one of the two $(a, b)$-paths $P$ of $D$, and $q$ is on the other $(a, b)$-path $Q$. (Figure 5 right.)

Both $S(a, q)$ and $Q(a, q)$ are geodesics, and the induction hypothesis can be applied to $D_2$ with these geodesics. By induction we get paths of $(E, Q)$ one of which, $S_{2, e}$, connects the edge $e = ap$ to an edge of $Q(a, q)$, and the others, $S_{2, h} (h \in S(p, q))$ each connect edges of $S(p, q)$ to edges of $Q(a, q)$ (except the end of $S_{2, e}$ different from $e$). These are the components of $H_2$.

As a side-product $|S(a, q)| = |Q(a, q)|$, and therefore

$$|S(p, q) \cup Q(q, b)| = |Q(a, q)| - 1 + Q(q, b)| = |P(p, b)|,$$

whence $S(p, q) \cup Q(q, b)$ is also a geodesic and the induction hypothesis can be applied to $D_1$ as well, and with the geodesics $S(p, q) \cup Q(q, b)$ and $P(p, b)$. So by induction, the components of $H_1$ are the paths $S_{1, h} (h \in S(p, q))$ connecting $S(p, q)$ to a subset of $P(p, b)$, and $S_{1, h} (h \in Q(q, b))$ to another subset. Let $S := \{S_{1, h} \cup S_{2, h} : h \in S(p, q)\}$. Now clearly, the set

$$\{S_{2, e}\} \cup S \cup \{S_{1, h} : h \in Q(q, b)\}$$

is the set of components of $H$, and connects each edge of $P(a, b)$ to an edge of $Q(a, b)$, finishing the proof of Claim 2.

Now applying Claim 2 to $D := C$ and all the $|C|/2$ pairs of geodesics each of which (bi)partitions $C$, we get that each component of $H$ connects two edges that do not lie in the same class of any of these bipartitions. It follows that the components of $H$ join opposite edges of $C$. \hfill $\square$

Frank proved that the problem is still polynomially solvable when only the inner vertices of $G$ verify the Eulerian condition:

**Theorem 4 (Frank)** Let $G = (V, E)$ be a planar graph and $H = (T, D), (T \subset V)$, where the vertices of $T$ are on the outer boundary of the embedding of $G$; let $v : D \to \mathbb{N}$ and $c : E \to \mathbb{N}$ be weight functions, and suppose that for each vertex $v$ not contained in the outer boundary of $G$, $\sum_{e \in \delta(v)} c(e)$ is even. Then the edge-disjoint paths problem can be solved in polynomial time.

However, the Euler property cannot be completely removed:

**Theorem 5 (Schwärzler)** The edge-disjoint paths problem when $G$ is planar and the terminals lie on the outer boundary of $G$ is $NP$-complete.

Schwärzler's gadget can be completed to reduce the number of demand edges to 3:

**Theorem 6** The multflow problem when $G$ is planar, $|E(H)| = 3$ and the terminals lie on the outer boundary of $G$ is $NP$-complete.

**Proof.** (Sketch) We sketch Schwärzler's proof, rearranged and completed by a reduction to three parallel classes of demand edges with a linear number of demands altogether. The reduction is from SATISFIABILITY. From a formula given in conjunctive normal form, a grid is built with as many columns and rows as there are clauses and variables respectively. There are two lines in each column and in each row, paths in the graph, but because of the placement of the terminals, these will not be paths in a solution, see Figure 6. The extremities of the demand edges are labeled vertices and their primes.

In a solution two paths will join the two demand edges of each column, and one the demand edge of each row. The latter (horizontal) path of each row will be obliged to be one of the two horizontal lines of the row, and this choice corresponds to choosing a truth value for the corresponding variable.
choosing the upper path means that TRUE is assigned to it, and the lower path means that FALSE is the assigned value.

The two paths of each column are forced by the order of their terminal vertices to exchange their lines. This exchange encodes the fact that each clause must be satisfied. Such an exchange is possible only if two parallel horizontal edges make this possible, and then the two paths have to use these two edges to exchange their lines. Special gadgets are used in each square of the grid, allowing or not the line-exchange of the two paths of each column, depending on whether a variable, its negation or neither are present in the corresponding clause. A variable and a clause may have three different ways of crossing: with no parallel edges, or one parallel edge in the lower or in the upper line, corresponding to the absence of the variable or the occurrence of the variable or its negation, respectively, in the given clause.

By considering tight cuts, Schwärzler proves that the horizontal paths do not use any vertical edges. This is the way of forcing a horizontal path to stay in the same row and not to change lines, corresponding to a choice of truth value. Then, vertical paths can cross only where there are two free parallel edges, making the choice of a true variable which is positive in the clause or a false one which is negated.

To reduce the number of terminals, we first introduce two new terminals and one demand edge for all the horizontal paths, this does not cause any difficulty. Figure 7 shows how to add edges, vertices and two terminal pairs. The demand graph is reduced then to only three sets of parallel edges. To check that this operation does not change the problem, note:

The tight cuts represented by the dashed lines force all starting points of both lines of all columns to be contained in different vertical paths. It can be shown by induction from left to right that these paths are rooted alternatively from $T$ and $U$ at the above end and from $U'$ and $T'$ at the bottom end, thus reducing the problem to the previous part of the proof.
4.2 Acyclic Digraphs

Schwärzler gave also a directed acyclic version of his reduction \[32\]:

**Theorem 7 (Schwärzler)** The arc-disjoint paths problem is NP-complete, even if \(G\) is planar and acyclic, and all terminals lie on the outer boundary of \(G\).

The trick presented in Section 4.1 serves now again to reduce the number of terminals:

**Theorem 8** The arc-disjoint paths problem is NP-complete, even if \(G\) is planar and acyclic, \(|E(H)| = 3\), and all terminals lie on the outer boundary of \(G\).

Both the arc-disjoint and the vertex-disjoint paths problems are polynomial-time solvable when the total number of demand is fixed. We show that the complexity of the vertex-disjoint version is again the same as the edge-disjoint versions when \(|E(H)|\) is not bounded, both problems are NP-complete:

**Theorem 9** The vertex-disjoint paths problem is NP-complete in acyclic digraphs, even if \(G + H\) is planar.

**Proof.** The proof is the directed acyclic version of Middendorf and Pfeiffer’s proof \[18\] of their Theorem 1 establishing the NP-hardness of the edge-disjoint paths problem if \(G + H\) is planar. (However, again, we cannot reduce the theorem to their result.)

We reduce \textsc{Planar 3-Sat} to the stated problem: let \(\varphi\) be a formula whose associated graph is planar, and suppose (without loss of generality) that each variable appears at most three times, exactly once negatively, and there is no clause with twice the same variable. Define the undirected bipartite graph \((C, V, F)\) with the set of clauses \(C\) and the set \(V\) of variables as classes, and \(F := \{xc : \text{variable } x \text{ appears in clause } c\}\) and subdivide each edge \((x, c)\) into two edges by adding a new node \(v_{xc}\).

Take now an arbitrary ordering of the set of variables, and define for each clause a gadget in the following way: choose \(z\) to be an arbitrary of the three variables of the clause, and then choose
the notation $x$ and $y$ so that $x < y$. With this notation construct the gadget on the left of Figure 8 upon the vertices $v_{zc}, v_{yc}, v_{zc}$, adding the other vertices of the figure anew for each clause. Finally delete the vertex representing $c$.

Now for each variable vertex $x$ occurring in three clauses, let $a$ and $b$ be the clauses in which $x$ occurs positively (in arbitrary order), and $c$ the one in which it is negated, and put the gadget depicted in the right side of Figure 8 upon the vertices $v_{xa}, v_{xb}, v_{xc}$. (If $x$ occurs only twice, positively in $a$ and negatively in $c$, we add the vertex $v_{xb}$ artificially.) Let $G_\phi, H_\phi$ denote the constructed graph and the constructed demand graph.

Then we have to prove that there exist arc-disjoint paths in $(G_\phi, H_\phi)$ if and only if $\phi$ is satisfiable. The proof is similar to that of [18], let us sketch it:

It is easy to see that the demand arc in a variable gadget is satisfied either by a path that contains $v_{xc}$ corresponding to $x = TRUE$, or a path that contains the arc $v_{xa}v_{xb}$, which corresponds to $x = FALSE$.

The demands of a clause gadget can be satisfied if and only if at least one of the three bold vertices of the figure is not used by variable demands, encoding that the clause is satisfied by the variable assignment.

Finally we prove that the digraph is acyclic. Each gadget is acyclic, thus if there is a cycle, it uses at least two gadgets. Suppose for a contradiction that $Q$ is a cycle. Then it intersects clause gadgets in $(v_{xa}, v_{ya})$-paths and variable gadgets in $(v_{xa}, v_{xb})$-paths. The cycle $Q$ would then follow a sequence where the variable gadgets belong to variables forming an increasing sequence.  

5 Key Assertions

In this section we state the assertions (theorems or problems) that provide (or would provide) most of the results of the tableau: the “minimal” NP-complete problems, and the “maximal” polynomial ones. Those that allowed filling in most of the tableau, also using the basic reductions of section 3, and also those problems that were output by the tableau as missing. Some historical results cited in the footnotes of the tableau do not reappear here, because they are subsumed by more recent theorems that do reappear. By giving the main theorems in a “full-text” version, we try to provide the most precise formulation and thus a high credibility for the tableau.

We give the list without comment. We hope it will then be easy to switch between the tableau and this list hence and forth to see the facts and their reasons.

5.1 NP-completeness

**Theorem 10 (Fortune, Hopcroft and Wyllie, 1980)** The vertex-disjoint paths problem is NP-complete, even if $E(H) = 2$.  
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Theorem 11 (Middendorf and Pfeiffer 1993) The edge-disjoint paths problem is NP-complete, even if $G + H$ is planar.

Theorem 12 (Vygen 1995) The multiflow problem is NP-complete, even if $G$ is an acyclic digraph, $r + c$ is Eulerian and $|E(H)| = 3$.

Note that under the same condition, supposing $r(h) = 1$ for all $h \in H$, the problem is solvable in polynomial-time but still non-trivial, see the nice algorithm of Ibaraki and Poljak [8].

Theorem 9 The vertex-disjoint paths problem is NP-complete in acyclic digraphs, even if $G + H$ is planar.

Theorem 13 (Naves 2008) The multiflow problem is strongly NP-complete, even with one of the following restrictions:

(i) $G$ is a planar undirected graph, $H$ has only two edges, both on the infinite face of $G$,

(ii) $G$ is a directed graph, $G + H$ is planar, $H$ has only two terminals.

(iii) $G$ is a directed acyclic digraph, $H$ has only two edges, both on the infinite face of $G$.

5.2 Polynomiality

Theorem 14 (Frank, 1989) The multiflow problem in Eulerian digraphs with $|E(H)| = 2$ is solvable in polynomial-time. The cut condition is sufficient for the existence of a solution.

Theorem 15 (Lucchesi and Younger, 1978) The multiflow problem in directed acyclic graphs with $G + H$ planar is solvable in polynomial-time.

Theorem 16 (Fortune, Hopcroft and Wyllie, 1980) The vertex-disjoint paths problem in directed acyclic graphs with $|E(H)|$ bounded is solvable in polynomial-time.

Theorem 17 (Seymour, 1981) The multiflow problem is solvable in polynomial time in undirected graphs, if $G + H$ is planar (or more generally if it does not have a $K_5$ minor) and $r + c$ is Eulerian. The cut condition is then necessary and sufficient for the existence of a solution.

Theorem 18 (Lomonosov, 1985) The multiflow problem in Eulerian undirected graphs with $E(H)$ being the union of two stars, or $K_4$ or $C_5$, is solvable in polynomial-time. The cut condition is sufficient for the existence of a solution.

Theorem 19 (Robertson and Seymour, 1990) The vertex-disjoint and edge-disjoint paths problems in undirected graphs with $r(E(H))$ bounded are solvable in polynomial-time.

Theorem 20 (Schrijver, 1992) The vertex-disjoint paths problem in planar digraphs with $|E(H)|$ bounded is solvable in polynomial-time.

Theorem 21 (Sebő, 1993) The integer multiflow problem in undirected graph with $|E(H)|$ bounded is solvable in polynomial-time.

5.3 Relevant open problems

Problem 2 (Round-trip problem, [30] Problem 50) Is the problem of finding a connected Eulerian subgraph of a digraph, containing two pre-given vertices, polynomial-time solvable?

More generally:

Problem 3 Let $G$ be a directed planar graph, $s_1$, $s_2$, $t_1$, $t_2$, and $k$ be an integer. Is the problem of finding $k$ $(s_1,t_1)$-paths and one $(s_2,t_2)$-path, all pairwise arc-disjoint, polynomial-time solvable?
Naves [21] proved that the same problem with two \((s_2, t_2)\)-paths is NP-complete. If the answer
to the asked question is yes, the stated problem might become “the hardest” polynomial-time
solvable planar directed integer multilow problem.

**Problem 4** Let \(k\) be an integer. What is the complexity of routing \(k\) pairs of terminals in a
Eulerian digraph?

Ibaraki and Poljak [8] found a polynomial-time algorithm for \(k = 3\). As far as we know, this is the
only partial result about this question.

**Problem 5** Is the integer multilow problem polynomial-time solvable in directed Eulerian graph,
when the demand graph \(H\) is fixed and \(G\) is planar, in particular when \(|E(H)| = 3\)? And what
about the uncapacited case with \(G + H\) planar?

**Problem 6** Is the integer multilow problem solvable in polynomial-time when \(G\) is a Eulerian
directed acyclic graph? And when the demand graph is fixed?

**Problem 7** What is the complexity of the undirected multilow problem if \(G\) is planar and \(G + H
(or more generally \(r + c\))\) Eulerian?

Of course, the total amount of demands is not fixed. The complexity of this last problem is
open already if \(|E(H)| = 3\).
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