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Abstract

In this paper we discuss a stochastic scheduling problem with impatience to the beginning of service. The impatience of a job can be seen as a due date and a job is considered to be on time if it begins to be processed before its due-date. Processing times and due dates are random variables. Jobs are processed on a single machine with the objective to minimize the expected weighted number of tardy jobs in the class of static list scheduling policies. We derive optimal schedules when processing times and due dates follow different probability distributions. We also study the relation between the problem with impatience to the beginning of service and the problem with impatience to the end of service. Finally, we provide some additional results for the problem with impatience to the end of service.
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1 Introduction

In many service systems (e.g. hotlines), customers make requests and have to wait until their requests are met. If the service is not provided quickly enough, customers can decide to quit (or renege) the system. This is what happens when customers are subject to impatience. In the context of scheduling, the impatience of a customer can be modeled as a due date, because the service has to be provided before the customer becomes impatient. This due date is a random variable because one can not know a priori how long a customer will be ready to wait for a certain service.

Systems which deal with impatience can be separated in two categories: problems with Impatience to the Beginning of Service (IBS), considered here, or with Impatience to the End
of Service (IES), traditionally considered in the scheduling literature. In problems with IBS, jobs which are in process are already considered to be on time. A penalty cost is incurred only when a job begins after its due date. The process could last for a long period of time without additional cost. This problem is consistent with systems providing services to the customer such as call centers. In these systems, a customer is satisfied when he reaches the hotline. After that, one can consider that he will not hang up. In problems with IES, a job has to end before its due date to be on time. This second case is more consistent with production systems where a demand is satisfied when the production of the ordered item ends.

A difference must also be made between impatience and abandonment. A customer is impatient when she/he considers to have been waiting for too long (incurring a cost), but nevertheless remains in the queue; if the customer actually leaves the system, then it is an abandonment. Consequently, in systems with impatience, late jobs are processed but in systems with abandonment, they are not.

In this paper we study the problem of scheduling jobs on a single machine in order to minimize the expected weighted number of late jobs with IBS and no abandonment. That is all jobs have to be processed, even if they are already tardy. The optimal policy is searched among the class of static list scheduling policies. If the optimal policy is searched among the class of dynamic policies, decisions can be made at any time, taking advantage of all available information. Consequently it would be clearly sub-optimal to process jobs which already passed their due dates before jobs still on time. When the optimal policy is searched among the class of static policies, a static list scheduling policy is built at time zero and this list can not be changed thereafter. As a consequence, a job that passed its due date, or equivalently, a job being impatient, may be processed before jobs that are still on time.

The remainder of this paper is organized as follows. In Section 2 we present a literature review on scheduling stochastic jobs with impatience. In Section 3 we formulate the problem and introduce notations. In Section 4 we study the relation between the IES and the IBS problems. In Section 5 we summarize our main results on the IBS problem. Section 6 details the proofs of these results. Section 7 presents conclusions and avenues for research.

2 Literature review

Several papers consider impatience in systems with a single class of jobs and reneging. Zeltyn and Mandelbaum [17] propose results on performance evaluation for IBS problems, so does
Movaghar for both IES [12] and IBS [11] problems. Other authors study the optimal control of these systems. Ward and Kumar [16] give an optimal admission control in heavy traffic for problems with IBS. Benjaafar et al. [3] study a make-to-stock system with IES. In these papers, all jobs have the same characteristics (processing time, impatience,...).

Several papers investigate the scheduling of different classes of jobs in a system with abandonment (or reneging). Atar et al. [2] prove that a strict priority rule is asymptotically optimal in an overloaded system with IBS. Panwar et al. [13] characterize an optimal policy when all durations are known at the arrival of jobs. Down et al. [5] consider a problem with two classes of customers, Poisson arrivals and all durations being exponential. They provide sufficient conditions for a strict priority rule to be optimal. Jang [8] and Jang and Klein [9] propose a heuristic for the problem of scheduling \( n \) different jobs with stochastic processing times and deterministic due dates. Seo et al. [15] give near optimal schedules when processing times are normal random variables and with a common due date.

Some other papers consider the scheduling of jobs without abandonment. Argon et al. [1] study a scheduling problem with IES where all jobs are available at time zero, the objective being to minimize the expected number of late jobs in the class of dynamic policies. When only two classes of customers enter the system, the authors give conditions under which a strict priority rule is optimal. Pinedo [14] studies a stochastic IES scheduling problem on a single machine with the objective to minimize the expected weighted number of late jobs in the class of static list scheduling policies. For the particular case where processing times follow independent exponential distributions and due dates follow general distribution function, he proves that processing the jobs in non-increasing order of the ratio of their weights times their mean processing times, the so-called \( c\mu \) rule, is optimal. Boxma and Forst [4] consider the same problem for some other probability distributions. We will later detail the results of [14] and [4] (see Table 1, Section 5).

In this paper, we investigate the IBS counterpart of the problems investigated by [14] and [4]. This IBS counterpart has not been studied in the literature, to the best of our knowledge. More precisely, we address the problem of scheduling jobs with IBS and without abandonment, in the class of static list scheduling policies. We derive the optimal schedule when processing times and due dates follow different probability distributions. We also study the relation between the IBS problem and the IES problem. Moreover we provide some additional results for the IES problem.
3 Problem description

We first describe in details the IBS problem before presenting quickly the IES problem. We consider a scheduling problem where \( n \) jobs have to be processed on a single machine. All jobs are available at time zero. A job \( j \) has a processing time \( X_j \) and a due date \( D_j \), that are independent random variables, and a deterministic weight \( w_j \). A random variable \( Y \) that has a cumulative density function (c.d.f.) \( F_Y \), is noted \( Y \sim F_Y \). The probability density function (p.d.f.) of \( Y \) will be noted \( f_Y \). Especially, \( Y \sim \exp(\gamma) \) means that \( Y \) is exponentially distributed with mean \( 1/\gamma \). A family \( Y_j \) of independent and identically distributed (i.i.d.) random variables with c.d.f. \( F_D \) will be denoted by \( D_j \sim F_D \), without specifying the index of the distribution.

The objective is to sequence the jobs in order to minimize the expected weighted number of late jobs. A job \( j \) is said to be late if the starting time of its execution, \( S_j \), occurs after its due date, \( D_j \) (i.e. when \( S_j > D_j \)). The value of the objective function for a schedule \( S \) is \( C(S) = E(\sum w_j \tilde{U}_j) \), where \( \tilde{U}_j \) is assigned the value 1 if \( S_j > D_j \), and 0 otherwise. We investigate the conditions of optimality of schedules among the class of static list scheduling policies. Since we are looking for a static policy, we are not allowed to change the schedule after time zero. Hence if a job is already late, it has to be processed in the predefined order, possibly before a job still on time. One can remark that there always exists an optimal solution without idle time. That is why we only consider such schedules. Consequently, \( S_j \) coincides with \( C_{j-1} \), the completion time of job \( j-1 \). The deterministic version of the IBS problem with due dates \( d_j \) can be noted \( 1 | d_j | \sum w_j \tilde{U}_j \) by adapting Graham’s notation [7].

The IES problem is similar to the IBS problem except that a job \( j \) is late if the end of its execution, \( C_j \), occurs after its due date, \( D_j \) (i.e. when \( C_j > D_j \)). The value of the objective function for a schedule \( S \) is \( E(\sum w_j U_j) \), where \( U_j \) is assigned the value 1 if \( C_j > D_j \), and 0 otherwise. The deterministic version of the IBS problem with due dates \( d_j \) can be noted \( 1 | d_j | \sum w_j U_j \), with Graham’s notation.

4 Relation between IES and IBS problems

We remind that the definition of tardiness depends on whether IES or IBS is assumed. In this section, we investigate the relation between IES and IBS problems.
4.1 Deterministic due dates and processing times

We show here that our deterministic IBS problem can be polynomially reduced to the deterministic IES problem within a polynomial time. Let \( s_j \) and \( c_j \) be the beginning and the end of job \( j \). We assume that we have an oracle which solves the IES problem. Then changing the due date \( d_j \) of the instance of the IBS problem to \( d'_j = d_j + p_j \) allows us to solve the modified instance of the IBS problem with the oracle. The reciprocal is shown with the same kind of transformation of an instance of the IES problem \( (d'_j = d_j - p_j) \). Both transforms (from IES to IBS and the other way around) are polynomial reductions, showing that both problems belong to the same class of computational complexity \([6]\). But even if IES and IBS problems can be reduced from one to the other, we show in Appendix A that an optimal IBS schedule can perform arbitrarily bad for the IES problem and vice-versa. The value of the objective function of an optimal schedule of an IES problem can nevertheless be used as an upper bound for the IBS problem on the same instance. This holds because a job that is on time for an IES problem is also on time for an IBS problem.

4.2 Stochastic due dates and/or processing times

Again, we assume that we have an oracle which solves the stochastic IES problem. We modify the random variables of the due dates \( D_j \) of an instance of the IBS problem to \( D'_j = D_j + X_j \). This way we obtain an instance of an IES problem. However the sum of two random variables from the same class of distribution does not necessarily remain in this class of distribution. For example, the sum of two random variables that follow an exponential distribution does not follow an exponential distribution. If the optimal schedule takes advantage of properties of \( D \) to be tractable (e.g., the absence of memory of an exponential distribution), it will not be possible to use the same argument replacing \( D \) by \( D + X \). Since, in a stochastic context, results in the literature depend on the class of distributions under consideration (see Table 1 in next section), there is no reason that it would always be possible to solve to optimality this IES instance with the same oracle. Consequently, modifying the distribution of a stochastic problem implies that prior results can not always be applied as it is the case in the previous section, unless the original and modified random due dates have the same properties.

We now provide an example where results from the stochastic IES problem can be extended to the stochastic IBS problem.

Theorem 1. When the processing times are i.i.d. random variables \( (X_j \sim F_X) \) and due dates
are also i.i.d. random variables \((D_j \sim F_D)\), an optimal IBS static list scheduling policy that minimizes the expected weighted number of late jobs is to process the jobs in non-increasing order of their weights.

Intuitively, since the processing times and due dates of all jobs are the same, jobs are processed according to the only parameter which differs from one job to the other: their weights.

\section*{Proof.}
Boxma and Forst \cite{4} prove that the optimal IES schedule is to process the jobs in non-increasing order of their weights for the IES problem. Here we can modify the due dates from the IBS problem by \(D'_j = D_j + X_j\) resulting in an instance of an IES problem. The due dates are still i.i.d. and since the IES policy does not depend on the probability distributions of the due dates, the same optimal scheduling rule holds for the IBS problem. \hfill \square

\section{Summary of results}

Table 1 summarizes the results of the literature and our contributions (in bold) for the IBS and the IES problem. Our results are proved in the next sections.

<table>
<thead>
<tr>
<th>Problem</th>
<th>IES</th>
<th>IBS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (X_j \sim \exp(\mu_j)), (D_j \sim F_D)</td>
<td>(w_j \mu_j \setminus [14])</td>
<td>Counter-example (App. B)</td>
</tr>
<tr>
<td>2 (X_j \sim F_X), (D_j \sim F_D)</td>
<td>(w_j \setminus [4])</td>
<td>(w_j \setminus (\text{Sec. 4.2}))</td>
</tr>
<tr>
<td>3 (X_j \sim F_{X_j}), (D_j \sim F_D)</td>
<td>(X_j \setminus \text{st and } w_j = w [4])</td>
<td>(X_j \setminus \text{st and } w_j \setminus (\text{Sec. D.2}))</td>
</tr>
<tr>
<td>4 (X_j \sim F_{X_j}), (D_j \sim \exp(\gamma))</td>
<td>(\beta_j \setminus [4])</td>
<td>(\beta'_j \setminus (\text{Sec. 6.3}))</td>
</tr>
<tr>
<td>5 (X_j \sim F_X), (D_j \sim \exp(\gamma_j))</td>
<td>(\delta_j(s) \setminus [4])</td>
<td>(\delta'_j(s) \setminus (\text{Sec. 6.4}))</td>
</tr>
<tr>
<td>6 (X_j \sim F_X), (D_j \sim \exp(\gamma_j)), 2 classes of jobs</td>
<td>Threshold policy (Sec. D.3)</td>
<td>Threshold policy (Sec. 6.5)</td>
</tr>
</tbody>
</table>

\begin{table}[h!]
\centering
\begin{tabular}{|c|c|c|}
\hline
\# & Problem & IES \hspace{2cm} IBS \\
\hline
1 & \(X_j \sim \exp(\mu_j)\), \(D_j \sim F_D\) & \(w_j \mu_j \setminus [14]\) & Counter-example (App. B) \\
2 & \(X_j \sim F_X\), \(D_j \sim F_D\) & \(w_j \setminus [4]\) & \(w_j \setminus (\text{Sec. 4.2})\) \\
3 & \(X_j \sim F_{X_j}\), \(D_j \sim F_D\) & \(X_j \setminus \text{st and } w_j = w [4]\) & \(X_j \setminus \text{st and } w_j \setminus (\text{Sec. D.2})\) \\
4 & \(X_j \sim F_{X_j}\), \(D_j \sim \exp(\gamma)\) & \(\beta_j \setminus [4]\) & \(\beta'_j \setminus (\text{Sec. 6.3})\) \\
5 & \(X_j \sim F_X\), \(D_j \sim \exp(\gamma_j)\) & \(\delta_j(s) \setminus [4]\) & \(\delta'_j(s) \setminus (\text{Sec. 6.4})\) \\
6 & \(X_j \sim F_X\), \(D_j \sim \exp(\gamma_j)\), 2 classes of jobs & Threshold policy (Sec. D.3) & Threshold policy (Sec. 6.5) \\
\hline
\end{tabular}
\caption{Optimal static list scheduling policies}
\end{table}

In Problem 1, the processing time of job \(j\) follows an exponential distribution with mean \(1/\mu_j\) and the due dates are i.i.d. random variables. An optimal IES schedule is to process the jobs in non-increasing order of \(w_j \mu_j\). We are not able to characterize the optimal list scheduling policy for the IBS counterpart. However we provide a counter-example in Appendix B that shows that processing jobs in non-increasing order of \(w_j \mu_j\) is not optimal (see Appendix B). To
gain some insight on this problem, one can notice that for the IES problem, whatever the rate of the due dates is, the optimal policy serves the job with highest $w_j\mu_j$ first, even if the rate of the due dates is large compared to the other parameters of the system. In such a case, the IES scheduling rule is clearly not optimal for the IBS problem since there is no chance to process more than one job on time. Hence the job with the highest weight should be processed first. If an optimal static list scheduling policy exists, it certainly depends on the distribution of the due dates.

In Problem 2, the processing times and the due dates are respectively i.i.d. The optimal IBS and IES schedules are to process the jobs in non-increasing order of their weights, as stated in Theorem 1. Remind that in this case, IES and IBS problems can be reduced to each other (see Section 4.2).

In Problem 3, the processing times are independent random variables and the due dates are i.i.d. If jobs can be simultaneously sequenced 1) by non-decreasing stochastic order of their processing times and 2) by non-increasing order of their weights, then such a sequence is optimal. Suppose that $X$ and $Y$ are two stochastic variables, $X$ is said to be stochastically smaller than $Y$ ($X \leq_{st} Y$) if and only if $P(X > t) \leq P(Y > t)$ for all $t$. However, such a sequence does not necessarily exist, because two c.d.f. can not always be compared with regard to stochastic order.

In Problem 4, the processing times follow independent random variables and due dates are i.i.d. and exponential with mean $1/\gamma$. Then the optimal IBS schedule is to process jobs in non-increasing order of $\beta_j^\prime = w_j(1 - \mathcal{L}(f_{X_j})(\gamma))$ and in non-increasing order of $\beta_j = w_j/(1/\mathcal{L}(f_{X_j})(\gamma) - 1)$ for the IES problem, where $\mathcal{L}(f)(s) = \int_0^{+\infty} e^{-st} f(t) \, dt$ is the Laplace transform of a function $f$ in $s$.

In Problem 5, the processing times follow i.i.d. random variables and the due date of a job $j$ is exponential with mean $1/\gamma_j$. Then an optimal IBS schedule is to process jobs in non-increasing order of $\delta_j^\prime(s) = w_j [\mathcal{L}(f_{X_j})(\gamma_j)]^s (1 - \mathcal{L}(f_{X_j})(\gamma_j))$ for all $s \in \{0, 1, \ldots, n - 2\}$, and in non-increasing order of $\delta_j(s) = w_j [\mathcal{L}(f_{X_j})(\gamma_j)]^{s+1} (1 - \mathcal{L}(f_{X_j})(\gamma_j))$ for all $s$ for the IES problem, where $s$ represents the position of the last job before those we interchange. As in Problem 3, it may not be possible to order the set of jobs under these relations.

Problem 6 is a special case of Problem 5 with only two homogeneous classes of jobs in the system ($n_1$ jobs of class 1, $n_2$ jobs of class 2). For this problem, we show that the optimal policy is a threshold policy. Below a certain threshold, priority is given priority to one of the classes and above this threshold, priority is given to the other class.

In the next section, we detail the proofs of our results for the IBS problem. In Appendix D,
we detail the proofs of our additional results for the IES problem.

6 Optimal IBS Static Priority Rules

6.1 Preliminaries

In order to prove the optimality of the IBS scheduling rules summarized in Table 1, we use a pairwise interchange argument between two adjacent jobs. The two schedules

\[ S : (1, 2, \ldots, s, i, u, s + 3, \ldots, n) \quad \text{and} \quad S' : (1, 2, \ldots, s, u, i, s + 3, \ldots, n) \]

differ only by the two adjacent jobs \( i \) and \( u \) which are swapped. These two jobs are in position \( s + 1 \) and \( s + 2 \), depending on the schedule under consideration.

Since there is no idle time on the machine and jobs are performed even if they are tardy, the value of the objective function of schedule \( S \) is

\[ C(S) = \sum_{j=2}^{n} w_j \mathbb{P}(X_1 + \ldots + X_{j-1} > D_j). \]

Let us introduce the random variable \( Z_s = \sum_{j=1}^{s} X_j \), then the costs of the two schedules are

\[
C(S) = \sum_{j=2}^{s} w_j \mathbb{P}(X_1 + \ldots + X_{j-1} > D_j)
+ w_i \mathbb{P}(Z_s > D_i) + w_u \mathbb{P}(Z_s + X_i > D_u)
+ \sum_{j=s+3}^{n} w_j \mathbb{P}(X_1 + \ldots + X_i + X_u + \ldots + X_{j-1} > D_j) \quad \text{and}
\]

\[
C(S') = \sum_{j=2}^{s} w_j \mathbb{P}(X_1 + \ldots + X_{j-1} > D_j)
+ w_u \mathbb{P}(Z_s > D_u) + w_i \mathbb{P}(Z_s + X_u > D_i)
+ \sum_{j=s+3}^{n} w_j \mathbb{P}(X_1 + \ldots + X_u + X_i + \ldots + X_{j-1} > D_j).
\]

By making the difference between the two schedules, we have

\[
C(S') - C(S) = w_u \mathbb{P}(Z_s > D_u) + w_i \mathbb{P}(Z_s + X_u > D_i)
- w_i \mathbb{P}(Z_s > D_i) - w_u \mathbb{P}(Z_s + X_i > D_u)
\]
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and using cumulative and density probability functions leads to
\[ C(S') - C(S) = w_i \int_{t=0}^{+\infty} (F_{Z_s}(t) - F_{Z_s+X_u}(t)) f_{D_i}(t) \, dt \]
\[ - w_u \int_{t=0}^{+\infty} (F_{Z_s}(t) - F_{Z_s+X_i}(t)) f_{D_u}(t) \, dt. \]
When this difference is positive, schedule \( S \) performs better than schedule \( S' \) and one can take advantage of the value of this difference to obtain conditions on a list scheduling policy. Equation (1) will be further simplified using the particular distribution functions considered in the next problems.

### 6.2 Problem 3: \( X_j \sim F_{X_j}, D_j \sim F_D \)

**Theorem 2.** Consider independent processing times \( (X_j \sim F_{X_j}) \) and i.i.d. due dates \( (D_j \sim F_D) \). If jobs can be simultaneously sequenced 1) by non-decreasing stochastic order of their processing times and 2) by non-increasing order of their weights, then such a sequence is optimal for the problem of minimizing the expected weighted number of late jobs with IBS.

**Proof.** Given that the due dates are i.i.d. \( (D_i \sim F_D) \), Equation (1) can be simplified as follow
\[ C(S') - C(S) = \int_{t=0}^{+\infty} \left[ (w_i - w_u) F_{Z_s}(t) - w_i F_{Z_s+X_u}(t) + w_u F_{Z_s+X_i}(t) \right] f_D(t) \, dt. \]
Now suppose that \( X_i \leq_{st} X_u \), i.e. \( \mathbb{P}(X_i \leq t) \geq \mathbb{P}(X_u \leq t) \) \( \forall t \geq 0 \). Then for all \( t \geq 0 \) and \( 0 \leq z \leq t \), \( \mathbb{P}(X_i \leq t - z \mid Z_s = z) \geq \mathbb{P}(X_u \leq t - z \mid Z_s = z) \) because \( D \) and all \( X_j \) are independent. By using the formula of conditional probability we obtain \( \mathbb{P}(Z_s + X_i \leq t) = \mathbb{P}(X_i \leq t - z \mid Z_s = z) \mathbb{P}(Z_s = z) \geq \mathbb{P}(X_u \leq t - z \mid Z_s = z) \mathbb{P}(Z_s = z) = \mathbb{P}(Z_s + X_u \leq t) \). As a direct consequence, \( F_{Z_s+X_i}(t) \geq F_{Z_s+X_u}(t) \) \( \forall t \geq 0 \). This relation implies a lower bound on the difference between the objective functions,
\[ C(S') - C(S) \geq \int_{t=0}^{+\infty} \left[ (w_i - w_u) F_{Z_s}(t) - (w_i - w_u) F_{Z_s+X_u}(t) \right] f_D(t) \, dt \]
\[ \geq \int_{t=0}^{+\infty} \left[ (w_i - w_u)(F_{Z_s}(t) - F_{Z_s+X_u}(t)) \right] f_D(t) \, dt. \]
Given that all possible values for \( X_u \) are non-negative, we have the following inequality: \( F_{Z_s+X_u}(t) = \mathbb{P}(Z_s + X_u \leq t) \leq \mathbb{P}(X_u \leq t) = F_{X_u}(t) \) for all \( t \geq 0 \). And finally
\[ C(S') - C(S) \geq (w_i - w_u) \int_{t=0}^{+\infty} f_D(t) \, dt = w_i - w_u. \]
So we can conclude that the difference is non-negative if \( w_i \geq w_u \). If the jobs can be ordered such that their processing times are non-decreasing in the sense of stochastic order and if among this order, the weights are non-increasing, then this schedule is optimal. \( \square \)
For example, when \( X_j \sim \exp(\mu_j) \), \( D_j \sim F_D \) and \( w_j = w \), the optimal IBS schedule is to process the jobs in non-increasing order of \( \mu_j \), since \( X_i \leq_{st} X_u \) if and only if \( \mu_i \geq \mu_j \).

6.3 Problem 4: \( X_j \sim F_{X_j}, D_j \sim \exp(\gamma) \)

**Theorem 3.** In the case of independent processing times \( (X_j \sim F_j) \) and i.i.d. due dates, exponentially distributed with mean \( 1/\gamma \), an optimal schedule is to process jobs in non-increasing order of \( \beta'_j = \frac{w_j}{1 - L\{f_{X_j}(\gamma)\}} \).

Remember that when \( D \sim \exp(\gamma) \), \( \mathbb{P}(X > D) = \int_{t=0}^{+\infty} (1 - F_X(t)) \gamma \exp^{-\gamma t} dt \), which can be rewritten \( \mathbb{P}(X > D) = 1 - \mathcal{L}\{f_X(\gamma)\} \). That is to say, the denominator of \( \beta'_j \) represents the probability that job \( j \) ends after a realization of the random variables defining the due dates. Consequently a job with a large processing time with respect to the due dates should be processed at the end of the schedule, in order not to penalize other jobs, with respect to a correction factor which is the weight of the job.

**Proof.** In this proof we will use the convolution and the derivative properties of Laplace transforms that can be found in almost any reference on Laplace transforms, as for example in [10]. Starting from Equation (1) and replacing \( f_{D_i}(t) \) by \( \gamma e^{-\gamma t} \) results in

\[
C(S') - C(S) = \gamma \int_{t=0}^{+\infty} e^{-\gamma t} \left[ (w_i - w_u) F_{Z_i}(t) - w_i F_{Z_i + X_u}(t) + w_u F_{Z_i + X_i}(t) \right] dt.
\]

This is the expression of a Laplace transform and the difference can be further simplified to

\[
C(S') - C(S) = \gamma \mathcal{L}\{(w_i - w_u) F_{Z_i} - w_i F_{Z_i + X_u} + w_u F_{Z_i + X_i}\}(\gamma).
\]

The c.d.f. of all processing times must be equal to 0 in \( t = 0 \), so we can use the derivation property of Laplace transforms, which leads to

\[
C(S') - C(S) = \mathcal{L}\{(w_i - w_u) f_{Z_i} - w_i f_{Z_i + X_u} + w_u f_{Z_i + X_i}\}(\gamma)
\]

and we can apply the convolution property of Laplace transforms to obtain the final expression

\[
C(S') - C(S) = \left( \prod_{k=1}^{s} \mathcal{L}\{f_{X_k}\}(\gamma) \right) \left[ (w_i - w_u) - w_i \mathcal{L}\{f_{X_u}\}(\gamma) + w_u \mathcal{L}\{f_{X_i}\}(\gamma) \right].
\]
The difference is non-negative if and only if \( \frac{w_i}{1 - L(f_{X_i})(\gamma)} \geq \frac{w_u}{1 - L(f_{X_u})(\gamma)} \). Which ends the proof of the theorem.

For example, when \( X_j \sim \exp(\mu_j) \) and \( D_j \sim \exp(\gamma) \), the optimal IBS schedule is to process the jobs in non-increasing order of \( w_j(\mu_j + \gamma) \), using the Laplace transform of an exponential p.d.f.: \( L\{f(t) = \mu e^{-\mu t}\}(\gamma) = \mu / (\mu + \gamma) \).

6.4 Problem 5: \( X_j \sim F_X, D_j \sim \exp(\gamma_j) \)

**Theorem 4.** If the processing times are i.i.d. and follow a general distribution function \( F_X \) and the due date of job \( j \) is exponential with mean \( 1/\gamma_j \) and if it is possible to sequence the jobs in non-increasing order of \( \delta_j(s) = w_j L\{f_X(\gamma_j)^s (1 - L\{f_X(\gamma_j)\}) \} \) for all \( s \in \{0, 1, \ldots, n - 2\} \), then such a sequence is optimal for the IBS problem.

When \( D_j \sim \exp(\gamma_j) \) then \( P(X < D_j) = L\{f_X(\gamma_j)\} \). \( s \) represents the position of the last job before \( j \) (job \( j \) is processed in position \( s + 1 \)). Consequently, \( L\{f_X(\gamma_j)\}^s = P(X < D_j)^s \) is the probability that job \( j \) is still not late at the end of the execution of job \( s \). Multiplying this quantity by \( 1 - L\{f_X(\gamma_j)\} = P(X > D_j) \) will represent the probability that job \( j \) abandons just during the execution of the job in position \( s + 1 \). Consequently \( \delta_j(s) \) represents a just-in-time factor for job \( j \) in position \( s \). The greater this factor, the closest job \( j \) is from its optimal position in the schedule. And if the jobs can be sequenced such that all of them are in their optimal positions, then this sequence is optimal.

**Proof.** Starting again from Equation (1) and replacing \( f_{D_j}(t) \) by \( \gamma_j e^{-\gamma_j t} \) leads to the difference
\[
C(S') - C(S) = w_i \gamma_i L\{F_{Z_i} - F_{Z_i + X}(\gamma_i)\} - w_u \gamma_u L\{F_{Z_u} - F_{Z_u + X}(\gamma_u)\}.
\]

Now we use the integer \( s \in \{0, 1, \ldots, n - 2\} \), which is the position of the job just before those we interchange and the difference becomes
\[
C(S') - C(S) = w_i [L\{f_X(\gamma_i)\}^s (1 - L\{f_X(\gamma_i)\}) - w_u [L\{f_X(\gamma_u)\}^s (1 - L\{f_X(\gamma_u)\})].
\]

If \( w_i [L\{f_X(\gamma_i)\}^s (1 - L\{f_X(\gamma_i)\}) \geq w_u [L\{f_X(\gamma_u)\}^s (1 - L\{f_X(\gamma_u)\}) \) then this difference is non-negative. This inequality describes that it is preferable to process job \( i \) before job \( u \) when
looking for which job to process in position \( s+1 \). If it is always preferable to process job \( i \) before job \( u \), i.e. the inequality is valid for all \( s \), then \( i \) should be processed before \( u \) in an optimal schedule. We shall say that \( i \) dominates \( u \): \( i \succ u \). If the jobs of the instance can be ordered by this dominance criterion (up to a change of indexes, all jobs verify \( i \succ j \) if and only if \( i < j \)), then processing jobs in this order is optimal.

Let us consider for example an instance with three jobs to process. The weights are all equal to 1, processing times are exponential with mean 1 and impatience is exponential with mean \( \gamma_1 = 3/7 \), \( \gamma_2 = 1/4 \) and \( \gamma_3 = 1/9 \). For this instance, the optimal schedule is to process the jobs in the order of their indexes, since in this case, we have indeed \( 1 \succ 2 \succ 3 \) (see Appendix C for details).

6.5 Problem 6: \( X_j \sim F_X, D_j \sim \exp(\gamma_j), 2 \) classes of jobs

In what follows, we consider a special case of Problem 5 where there is only two types of jobs. Even for this very simple case, the optimal policy is not trivial as we shall see.

Assume that there are \( n_1 \) jobs from class 1 (with weight \( w_1 \) and impatient rate \( \gamma_1 \)) and \( n_2 \) jobs from class 2 (with weight \( w_2 \) and impatient rate \( \gamma_2 \)). The total number of jobs is \( n = n_1 + n_2 \).

All processing times are i.i.d. \( (X_j \sim F_X) \). Let \( \alpha_j = \mathcal{L}(f_X)(\gamma_j) \) for \( j \in \{1, 2\} \) and assume that \( \alpha_1 \geq \alpha_2 \), without loss of generality.

The quantity \( (C(S') - C(S)) \) is non-negative in Equation (2) if

\[
 w_1 \alpha_1^2 (1 - \alpha_1) \geq w_2 \alpha_2^2 (1 - \alpha_2)
\]

When \( \alpha_1 = \alpha_2 \), \( (C(S') - C(S)) \) is non-negative if \( w_1 \geq w_2 \), independently of position \( s \). It is therefore optimal to always give priority to class 1 when \( w_1 \geq w_2 \) and \( \alpha_1 = \alpha_2 \).

When \( \alpha_1 > \alpha_2 \), it is optimal to give priority to class 1 when

\[
 s \geq t_{IBS} = \ln \left( \frac{w_2(1 - \alpha_2)}{w_1(1 - \alpha_1)} \right) \left( \ln \left( \frac{\alpha_1}{\alpha_2} \right) \right)^{-1}
\]  (3)

Hence it is optimal to give priority to class 1 in position \( s \) when \( s \geq t_{IBS} \). If \( t_{IBS} \leq 0 \), priority is always given to class 1. This occurs for example when \( w_1 \) is very large. If \( t_{IBS} > n \), it means that priority is always given to class 2. This occurs for example when \( w_2 \) is very large.

To illustrate how to use formula (3), consider an instance with \( \alpha_1 > \alpha_2 \) and \( n_1 = 4 \) jobs of class 1 and \( n_2 = 6 \) jobs of class 2. If \( t_{IBS} = -2.5 \), the optimal static schedule is \((1, 1, 1, 1, 2, 2, 2, 2, 2, 2)\). If \( t_{IBS} = 3.2 \), the optimal static schedule is \((2, 2, 2, 1, 1, 1, 1, 2, 2, 2)\). If \( t_{IBS} = 100.3 \), the optimal static schedule is \((2, 2, 2, 2, 2, 1, 1, 1, 1)\).
A similar analysis can be made for the IES counterpart of this problem (see Appendix D.3).

### 7 Conclusion and future research

In this paper we study a stochastic scheduling problem with IBS. The impatience of jobs is modelled by stochastic due dates, but unlike the traditional literature on scheduling with due dates, a job is considered to be on time if its execution begins before its due date. The optimal schedule is searched among the class of static list scheduling policies. All decisions have to be taken at time zero and jobs have to be processed in the predefined order, whether they are tardy or not. We show that the deterministic IBS problem reduces to the deterministic IES problems. However, the stochastic IBS problem and the stochastic IES problem cannot be reduced to each other. We derive the optimal schedule for the IBS problem for different processing time and due date distributions. Finally, we provide some additional results for the problem with IES.

Future research could focus on extending our results for more general processing time and due date distributions. In particular, we provide results when either processing times or due dates distributions are i.i.d. but not when they both follow different probability distributions. It could also be interesting to consider a problem mixing IES and IBS. Another avenue for research is to try to extend some of our results to the dynamic problem of scheduling with impatience and reneging, because none of the references we found deals with the dynamic problem with IBS, except for Atar et al.[2] who consider an asymptotic regime. Maybe some of our insights are still valid and may lead to some interesting heuristics for the dynamic problem and for which performance analysis should be done. But finding optimal results might not be achievable keeping the same model, regarding the quite restrictive results found by Down and al. [5] on the IBS counterpart of this problem.
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A Arbitrarily bad schedules

We first provide an instance where there are \( n \) jobs to be executed. All of them are available at time zero, have unit processing times and weights \( (p_j = 1 \text{ and } w_j = 1) \), and for all \( j \in \{1, 2, \ldots, n\}, \ d_j = j - 0.5 \). The optimal IBS solution is to schedule the jobs in increasing order of the indexes and all of them are on time. Using the same schedule for the IES problem leads to a cost equal to \( n \), since all jobs are late. The optimal IES schedule is the same schedule except for job 1 which is the last to be processed, leading to a cost equal to 1 (job 1 is the only one to be late). The ratio of the costs, \( n \), goes to infinity with the number of jobs in the instance. Consequently we can state that an IBS optimal schedule can perform arbitrarily bad for the IES problem.

We now provide an instance with only two jobs such that \( d_1 < p_1, \ d_1 < p_2, \ d_2 > p_1, \ d_2 > p_2 \) and \( d_2 < p_1 + p_2 \). The optimal IES schedule is to process job 2 and then job 1 leading to a cost \( C_{IES} = w_1 \), since only job 2 can end on time. The optimal IBS schedule is to process job 1 then job 2, in the IBS problem both jobs end on time. But in the IES problem, processing the jobs in this order implies that both are late. Hence, the cost for this schedule is \( C_{IBS} = w_1 + w_2 \). The rate between the two costs for these schedule \( C_{IBS}/C_{IES} = 1 + w_1/w_2 \) goes to infinity with \( w_1/w_2 \). This little example shows that an IES optimal schedule can perform arbitrarily bad for the IBS problem too.

B Counter-example for Problem 1

Let us consider for example a problem with two jobs and where \( X_j \sim \exp(\mu_j) \) and \( D_j \sim \exp(\gamma) \).

The parameters of the instance are \( w_1 = 1, \mu_1 = 3, \ w_2 = 2, \mu_2 = 1 \text{ and } \gamma = 2 \). For the IES problem, it is optimal to process job 1 first because \( w_1\mu_1 > w_2\mu_2 \). But if we evaluate both possible schedules for the IBS problem, we obtain \( C(\{1, 2\}) = w_2\gamma/(\gamma + \mu_1) \text{ and } C(\{2, 1\}) = w_1\gamma/(\gamma + \mu_2) \). Replacing the parameters by their values, we have \( C(\{1, 2\}) = 4/5 \) and \( C(\{2, 1\}) = 2/3 \). The optimal IBS schedule is to process job 2 first. This simple counter-example proves that processing jobs in non-increasing order of \( w_j\mu_j \) is not optimal for the IBS counterpart of the problem.
C Details of the example in Section 6.4

As in the example, we consider an instance with three jobs to process. The weights are all equal to 1, processing-times are exponential with mean 1 and impatience are exponential with mean $\gamma_1 = 3/7$, $\gamma_2 = 1/4$ and $\gamma_3 = 1/9$.

Let us prove that $1 \succ 2 \succ 3$. The criterion to evaluate is $[\mathcal{L}(f_X)(\gamma_i)]^s (1 - \mathcal{L}(f_X)(\gamma_i))$. Since $f_X(t) = e^{-t}$, we have $\mathcal{L}(f_X)(\gamma_j) = \frac{1}{1+\gamma_j}$. For $s = 0$, $\delta_1'(0) = 3/7$, $\delta_2'(0) = 1/4$ and $\delta_3'(0) = 1/9$: the order holds. For $s = 1$ $\delta_1'(1) = 0.3$, $\delta_2'(1) = 0.2$ and $\delta_3'(1) = 0.1$: the order holds again. We proved that the order holds for all $s$, consequently $1 \succ 2 \succ 3$ is proved as well.

We showed that this instance respects the assumptions of the theorem, now we will evaluate the objective function on all possible schedule with these three tasks. The following expression of the objective function is obtained using the same arguments as for Equation (1) $C(S) = \sum_{i=2}^{n} w_i \int_{t=0}^{+\infty} (1 - F_{Z_{i-1}}(t)) f_{D_i}(t) dt$. Replacing $f_{D_i}(t)$ by $\gamma_i e^{-\gamma_i t}$ leads to

$$C(S) = \sum_{i=2}^{n} w_i \gamma_i \int_{t=0}^{+\infty} (1 - F_{Z_{i-1}}(t)) e^{-\gamma_i t} dt$$

$$= \sum_{i=2}^{n} w_i (1 - \mathcal{L}(f_{Z_{i-1}})(\gamma_i))$$

$$= \sum_{i=2}^{n} w_i \left(1 - \prod_{k=1}^{i-1} \mathcal{L}(f_X)(\gamma_i)\right)$$

$$= \sum_{i=2}^{n} w_i (1 - [\mathcal{L}(f_X)(\gamma_i)]^{i-1}).$$

Replacing $\mathcal{L}(f_X)(\gamma_i)$ by $\frac{1}{1+\gamma_i}$ and $w_i$ by 1, we obtain

$$C(S) = \sum_{i=2}^{n} \left(1 - \left(\frac{1}{1+\gamma_i}\right)^{i-1}\right).$$

With this formula we can compute the value of the objective function for the 6 possible schedules and we obtain the following values:
The conclusion is that the first sequence, processing the tasks in the order of the indexes, is indeed optimal.

D Complementary results for the IES problem

D.1 Preliminaries

In order to prove the optimality of IES schedules for Problems 3 and 6, we again use a pairwise interchange argument between schedule

\[ S : (1, 2, \ldots, s, i, u, s + 3, \ldots, n) \]  

and

\[ S' : (1, 2, \ldots, s, u, i, s + 3, \ldots, n). \]

The objective function of schedule \( S \) is

\[
C_{IES}(S) = \sum_{j=1}^{n} w_j \mathbb{P}(X_1 + \ldots + X_j > D_j).
\]
Let us introduce the random variable \( Z_s = \sum_{j=1}^{s} X_j \), then the objective functions of the two schedules are

\[
C_{IES}(S) = \sum_{j=1}^{s} w_j \mathbb{P}(X_1 + \ldots + X_j > D_j)
+ w_i \mathbb{P}(Z_s + X_i > D_i) + w_u \mathbb{P}(Z_s + X_i + X_u > D_u)
+ \sum_{j=s+3}^{n} w_j \mathbb{P}(X_1 + \ldots + X_i + X_u + \ldots + X_j > D_j)
\]

and

\[
C_{IES}(S') = \sum_{j=1}^{s} w_j \mathbb{P}(X_1 + \ldots + X_j > D_j)
+ w_u \mathbb{P}(Z_s + X_u > D_u) + w_i \mathbb{P}(Z_s + X_i + D_i)
+ \sum_{j=2}^{s+3} w_j \mathbb{P}(X_1 + \ldots + X_i + X_u + \ldots + X_j > D_j).
\]

By making the difference between the two schedules, we have

\[
C_{IES}(S') - C_{IES}(S) = w_u \mathbb{P}(Z_s + X_u > D_u) + w_i \mathbb{P}(Z_s + X_i + X_u > D_u)
- w_i \mathbb{P}(Z_s + X_i > D_i) - w_u \mathbb{P}(Z_s + X_i + X_u > D_u)
\]

and using distribution and density probability functions leads to the difference

\[
C_{IES}(S') - C_{IES}(S) = w_i \int_{0}^{+\infty} (F_{Z_s+X_i}(t) - F_{Z_s+X_i+X_u}(t)) f_{D_i}(t) dt
- w_u \int_{0}^{+\infty} (F_{Z_s+X_u}(t) - F_{Z_s+X_i+X_u}(t)) f_{D_u}(t) dt.
\]  

(4)

D.2 Problem 3 with IES: \( X_j \sim F_{X_j}, D_j \sim F_D \)

**Theorem 5.** If the processing time of job \( j \) is a random variable with general distribution function \( F_{X_j} \) and due dates are i.i.d. with general distribution function \( F_D \), if jobs can be simultaneously sequenced 1) by non-decreasing stochastic order of their processing times and 2) by non-increasing order of their weights, then such a sequence is optimal for the problem of minimizing the expected weighted number of late jobs with IES.

**Proof.** Given that the due-dates are i.i.d. \( (D_i \sim F_D) \), Equation (4) can be simplified as

\[
C_{IES}(S') - C_{IES}(S) = \int_{t=0}^{+\infty} \left[ w_i F_{Z_s+X_i}(t) - w_u F_{Z_s+X_u}(t) - (w_i - w_u) F_{Z_s+X_i+X_u}(t) \right] f_D(t) dt.
\]

Now suppose that \( X_i \leq_{st} X_u \), i.e. \( \mathbb{P}(X_i \leq t) \geq \mathbb{P}(X_u \leq t) \ \forall t \geq 0 \). Then for all \( t \geq 0 \) and \( 0 \leq z \leq t \), \( \mathbb{P}(X_i \leq t - z \mid Z_s = z) \geq \mathbb{P}(X_u \leq t - z \mid Z_s = z) \) because \( D \) and all \( X_j \) are...
independent. By using the formula of conditional probability we obtain \( \mathbb{P}(Z_s + X_i \leq t) = \mathbb{P}(X_i \leq t - z \mid Z_s = z)\mathbb{P}(Z_s = z) \geq \mathbb{P}(X_u \leq t - z \mid Z_s = z)\mathbb{P}(Z_s = z) = \mathbb{P}(Z_s + X_u \leq t) \). As a direct consequence, \( F_{Z_s+X_i}(t) \geq F_{Z_s+X_u}(t) \) \( \forall t \geq 0 \). This relation implies a lower bound on the difference between the objective functions,

\[
C_{IES}(S') - C_{IES}(S) \geq \int_{t=0}^{+\infty} \left[ (w_i - w_u)F_{Z_s+X_i}(t) - (w_i - w_u)F_{Z_s+X_u}(t) \right] f_D(t) dt \\
\geq \int_{t=0}^{+\infty} \left[ (w_i - w_u)(F_{Z_s+X_i}(t) - F_{Z_s+X_u}(t)) \right] f_D(t) dt.
\]

Given that all possible values for \( X_i \) are non-negative, the following inequality holds: \( F_{Z_s+X_i}(t) = \mathbb{P}(Z_s + X_i + X_u \leq t) \leq \mathbb{P}(Z_s + X_u \leq t) = F_{Z_s+X_u}(t) \) for all \( t \geq 0 \). And finally

\[
C_{IES}(S') - C_{IES}(S) \geq (w_i - w_u) \int_{t=0}^{+\infty} f_D(t) dt = w_i - w_u,
\]

so we can conclude that the difference is non-negative if \( w_i \geq w_u \). If the tasks can be ordered such that their processing-times are increasing in the sense of stochastic order and if among this order, the weights are decreasing, then this schedule is optimal.

D.3 Problem 6 with IES: \( X_j \sim F_X, D_j \sim \exp(\gamma_j) \), 2 classes of jobs

We consider the same setting as in Section 6.5 except that impatience is of IES type. In order to find an optimal schedule, we start from Equation (4) (Section D.1) replacing \( f_{D_j}(t) \) by \( \gamma_j \exp(-\gamma_j t) \) the difference becomes

\[
C_{IES}(S') - C_{IES}(S) = w_i \int_{t=0}^{+\infty} (F_{Z_s+X_i}(t) - F_{Z_s+X_u}(t))\gamma e^{-\gamma t} dt \\
- w_u \int_{t=0}^{+\infty} (F_{Z_s+X_u}(t) - F_{Z_s+X_u}(t))\gamma_u e^{-\gamma_u t} dt \\
= w_i (\mathcal{L}\{f_{Z_s+X_i}\}(\gamma_i) - \mathcal{L}\{f_{Z_s+X_u}\}(\gamma_i)) \\
- w_u (\mathcal{L}\{f_{Z_s+X_u}\}(\gamma_u) - \mathcal{L}\{f_{Z_s+X_u}\}(\gamma_u)).
\]

And taking advantage of the fact that processing-times are i.i.d. and of the convolution property of Laplace transforms leads to

\[
C_{IES}(S') - C_{IES}(S) = w_i [\mathcal{L}\{f_X\}(\gamma_i)]^{s+1} (1 - \mathcal{L}\{f_X\}(\gamma_i)) \\
- w_u [\mathcal{L}\{f_X\}(\gamma_u)]^{s+1} (1 - \mathcal{L}\{f_X\}(\gamma_u)).
\]

One can notice that it is quite the same expression as Equation (2), except for the exponent which is here equal to \( s + 1 \). Consequently, the same arguments can be used as in Section
6.5 and the optimal schedule is a threshold policy for which the threshold can be computed

\[ t_{IES} = \ln \left( \frac{w_2(1-\alpha_2)}{w_1(1-\alpha_1)} \right) \left( \ln \left( \frac{\alpha_1}{\alpha_2} \right) \right)^{-1}. \]

Without surprise, the two thresholds verify \( t_{IBS} = t_{IES} + 1 \). The optimal position of job \( j \) in the IBS problem arises one position after the optimal position in the IES problem, because the duration of the execution of job \( j \) is not taken into account in the IBS problem.
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